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Uncertainty in Deep Learning…

People saying AI will 
take over the world:

Meanwhile, my  
Deep Neural Network:

0.978



DUN: Intuition

• Depth Uncertainty Networks (DUNs), transform 
uncertainty over depth into predictive uncertainty.



DUN: Inference with a Single Forward Pass

d ∼ Cat(d; β)



But Why VI?

MLL Objective VI Objective MLL Objective VI Objective

• With the ML objective, the rich get richer and the posterior is prone to collapse

• With VI, the optimization of variational parameters and model weights is decoupled



Toy Examples!



Function Diversity in DUNs



Regression (ranks across 9 UCI datasets)

LL RMSE TCE Time



Image Classification (ResNet50)

• DUNs provide best robustness vs compute time trade-off. 



DUNs are Compute Efficient!



Architecture Search with DUNs



Summary

• Existing methods for estimating uncertainty in deep learning are 
computationally expensive. 

• Depth Uncertainty Networks (DUNs), transform uncertainty over depth 
into predictive uncertainty in a single forward pass.  

• DUNs provide the best robustness vs compute time trade-off in both 
classification and regression with modern architectures. 

github.com/cambridge-mlg/DUN 

Code

https://github.com/cambridge-mlg/DUN
https://github.com/cambridge-mlg/DUN

