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- Normalisation layers break the Laplace model evidence for model selection.

» The Jacobian of a NN has both very large and very small entries, complicating prior choice.
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* SGD can not find a mode of NN posterior or linear
model posterior biasing model evidence estimates

* Use the mode of the linearised model: V™
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* Linearisation point found with SGD w* — not a mode of any posterior
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* Mode of linearised model posterior v* is well defined

g-Prior for Heterogeneous Jacobian Features

Jacobian ‘feature’ histogram Unscaled Jacobian basis Scaled Jacobian basis

» Isotropic priors leave some weights underspecified 1 |
while overly constraining others jA~!

The ‘scale invariant’ g-prior induces the
same posterior as scale-normalising our
Jacobian features.
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